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Healthcare systems increasingly use AI-generated algorithms to identify patients at high risk for important clinical outcomes. Multiple normative choices are embedded in this process, the first being the choice of threshold where the test counts as positive and triggers a clinical action. There are several mutually exclusive definitions of algorithmic fairness, and normative reasoning is essential to selecting the right concept for a specific clinical situation to avoid biased treatment against socially disadvantaged groups.
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